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Abstract

Since the last decade there has been a rapid rise in the use of BPMN (Business Process
Model and Notation) standard in modeling of business processes. However, BPMN may
be impractical due to its complexity and weak interoperability between business process
tools. Recently, the Decision Model and Notation (DMN) standard has been introduced
by OMG (Object Management Group), which is able to simplify the latter standard
for decision modeling and/or multi-criteria decision-making. The purpose of DMN is to
be readable and adjustable for people from business, as well as IT, respectively. The
advances of technology and innovation have led to emerging big data analytics and
new computational methods. Machine Learning tools are essential for the maximum
utilization of the information in decisions makers. Data-driven technologies and BPMN
both provide powerful tools, however according to the state-of-the-art there is no solution
for coupling them in a synergistic manner. In addition, automation of modeling, using
the DMN standard and the application of Machine Learning tools in this domain is still a
challenge as modeling in the DMN standard requires manual steps, and ML tools are not
natively supported by it. Therefore, in this thesis a Toolchain is proposed for tackling the
above mentioned issues. The Thesis presents the design steps of the proposed solution.
The input of the Toolchain can be either raw field data or alternatively a generated test
case set from a DMN model. The proposed Toolchain implements the following three
consecutive automated levels: Statistical Analysis with data preprocessing, a modeling
step with three distinguished modeling strategies, and lastly an Evaluation stage. The
statistical analysis covers correlation analysis, identification of the distribution of the
variables, etc. The modeling stage includes fitting linear, standard Machine Learning
CART and ensemble-type XGBoost models. These models are capable to handle the
various levels of relationships between variables from linear to highly non-linear, which
may compensate for the deficiencies of the original DMN model, since it is rather intuitive
and may contain several overlapping or inefficient decision rules due to the manual
creation of decision boundaries. The output of the Toolchain is a human readable result
package, including the statistical analysis, the model performance evaluation and other
partial results. The results obtained from experiments on a big data and a smaller
insurance dataset confirms the applicability and validity of the proposed method. The
results also indicate that the XGBoost model due to its outstanding performance is a
suitable candidate for applying in a DMN standard instead of, e.g., a decision table.
Furthermore, ML-based decision models would provide more flexibility and adaptivity
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that may result in easier automation of the decision process. Benchmarking in the context
of execution and training times are also performed with special regard to the model
complexity. The designed Toolchain aims to bridge the gap between ML and the DMN
standard. Besides, the Thesis may provide valuable insights to the domain experts’ to
better understand their models and empower decision makers with a different views on
modeling.
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CHAPTER 1
Introduction

Since the last decade there has been a rapid rise in the use of BPMN (Business Process
Model and Notation) standard of OMG (Object Management Group) in system analysis
and design of models. Although this approach is interesting, it may be impractical due
to its complexity of its gateways and compounded symbol system. For instance, a slight
modification on decision rules may have a strong impact on the whole business process
model. Recently, the Decision Model and Notation (DMN) standard is introduced also
by OMG [OMG], which is able to simplify the latter standard for decision modeling
and/or multi-criteria decision-making. This approach is designed for describing and
modeling repeatable decisions within organizations to ensure that decision models are
interchangeable across organizations and to possibly complement the Business Process
Model and Notation. The purpose of DMN is to be readable and adjustable for people
from business, as well as IT, respectively. The advances of technology and innovation
have led to emerging big data analytics and new computational methods and resources.
Machine Learning tools are essential for the maximum utilization of the information in
decisions making. Since the DMN standard is relatively new, there is only little discussion
on the comparison and/or complementary usage with Machine Learning techniques.
Rencently, the possible combination of AI and Conceptual Modeling has drawn significant
attraction in the scientific community. Requirements of future modeling languages and
frameworks are discussed in [Bucchiarone et al.]. In addition, a literature review about
the possible applications of AI for Conceptual Modeling with special regard to predictive
business process modeling presented in [Fettke], which suggests using Machine Learning
and Conceptual Modeling together. Similarly, their mutual benefits are discussed in [Bork].
The same conclusions are supported by the paper [Lukyanenko et al.]. Paper [Mussbacher
et al.] highlights the need for Intelligent Modeling Assistance, which is increasingly
essential to reduce the cognitive burden on users when faced with complex modeling
tasks. The article [Maass and Storey] also examines how Conceptual Modeling can be
applied to Machine Learning and presents a framework for incorporating conceptual
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1. Introduction

modeling into data science projects.

Therefore, this thesis aims to explore the main distinctions between data driven and
DMN-based decision modeling and to investigate the applicability of ML-based models
to substitute the conventional decision table in a DMN decision process. In addition, the
thesis addresses the issue of model generation automation in a DMN environment also.

The investigations are carried out on the available input and output data sets of a certain
decision model, applied in a decision process according to the DMN standard. The
observed process is from the field of car insurance sector and even though the structure
of the applied decision table/model is known, it is only used for comparison with the
models created from the ML algorithms. Since only the input-output observations
are used, the task is considered as a black-box identification problem. Therefore, my
research focuses on automating the generation of a suitable model to be used in a DMN
environment either as a replacement or as a complimentary model to the original decision
table. Various models are tried out, in order to find the best one with respect to various
performance metrics. Since the common ML models are easily constructed/updated online,
this corresponds to the pursuit of automation of decision processes. It is theoretically
expected, that ML-based models may be able to substitute the conventional decision
table in a DMN decision process. Furthermore, the ML-based decision model would
provide more flexibility and adaptivity that may result in easier automation and faster
prototyping of decision processes.

1.1 Aims of the Thesis
There is an increasing demand and interest in automated decision making and machine
learning based decision support systems [Kohavi], however current business modeling
tools lack the flexibility and data mining capabilities that data driven technologies can
offer, thus this thesis aims to fill some of the gaps that are still present between machine
learning and business process management. Based on the above briefly summarized
antecedents, this thesis makes an attempt to empower decision makers with modeling
and information where a data-driven approach is applicable. In addition, a challenge
relies in the automation of modeling using the DMN standard and standard Machine
Learning tools. Therefore, in this thesis a Toolchain is proposed, which is validated
through a case-study in the car insurance sector. The Thesis presents the design steps of
the proposed solution. Since CARTs are proven to be efficient in multi-criteria decision
making, special attention is devoted to this technique. Furthermore, preliminary data
analysis with standard methods of statistical analysis are being applied on the given
dataset in order to better understand the decision rules, identify the most relevant
variables that influence the outcome of the model. This Thesis also involves the excessive
study of feature extraction. The evaluation takes place on multiple levels, standard
metrics (for instance, RMSE, MAE, etc.) are used. Furthermore, benchmarking in the
context of execution and training times are also performed with special regard to the
model complexity. I also focus on the compatibility of the Toolchain of common business
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1.2. Relevance of the Conducted Case Study

modeling software, i.e. the Toolchain provides the output models in two distinguished
formats. One of the model output formats is .model for applications using a Python
environment, while the second one is in PMML extension. This technical solution aims to
bridge the gap between ML and DMN standard, as DMN supports the PMML extension
natively.

Besides, the Thesis may contribute to the domain experts’, to better understand their
models and make appropriate improvements if required. On this basis the Thesis covers
the following main tasks: exploring the field data; exploring the state–of-the-art and recent
applications of DMN; applying statistical analysis (finding the key variables, correlation
analysis, data cleaning, etc.); using Python for building a CART model and standard
linear/nonlinear models (e.g. Lasso, Ridge, etc.) on the field data; comparison of model
performances; comparative analysis regarding the decisions in the DMN approach and in
the obtained ML models, i.e. investigation of their substitutability.

1.2 Relevance of the Conducted Case Study
As the technology stack behind machine learning rapidly evolved, researchers have
conducted numerous studies among vastly different domains where data mining could
be applicable. In order to validate the above mentioned data analysis and modeling
Toolchain, the data candidate comes from the car insurance domain. Car insurance
and generally the insurance domain are the focus of many publications. [Wang] also
identifies the car insurance domain as a suitable candidate for researching the capabilities
of different Machine Learning models, such as random forest, GBDT and LightGBM. The
paper compared the performance of the models based on different performance indicators,
and found that there is no "best" model to be built, but rather, depending on what metric
the user actually would like to optimize for, a different model would serve as the optimal
selection.

The main problem insurance companies are aiming to solve, is to come up with a fair
model that classifies insuree and assigns premiums based on their attributes. The study
by [Blows et al.] shows a suitable approach for the necessary data analysis carried out on
real world data, while [Hutchinsqn and Rowell] is an early work, describing the challenges,
mathematical problems and possible solutions for creating such an insurance model.
[Blows et al.] discusses and analyzes the possible relationship between car insurance
and injuries caused by car crashes based on the Auckland Car Crash Injury Study.
The paper found significant differences in the attributes of people that are uninsured,
compared to those, who had insurance, furthermore, correlation between the severity of
the injury and the presence of an insurance was also found. Lastly, the study by [Biana
et al.] proposes a futuristic model to tackle the problems of car insurance modeling
by utilizing real-time usage indicators to calculate a premium. The authors discuss
the possibilities for driving risk classification models and usage based insurance pricing
models, furthermore according to their research, indicators and behavioural patterns
exist, which correlate with the driving risk level, these input can serve as the baseline for
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1. Introduction

an on- the-fly insurance pricing.

1.3 Formulation of Research Questions and Measurable
Goals

According to the aims of the Thesis described above, the following main research questions
are formulated:

• Is it possible to generate and automate the generation of a suitable model to be
used in a DMN environment?

• Are ML-based models able to substitute the conventional decision table in a DMN
decision process?

• To what extent would ML-based decision models provide more flexibility and
adaptivity?

As a first step, in this thesis the top-down fashioned Goal Question Metrics (GQM)
approach is applied in order to define measurable goals for evaluating the quality of the
proposed Toolchain. The GQM approach is chosen to define the specific goals and then
to impart a framework for interpreting data according to the predefined goals (see for
e.g., [Solingen and Berghout] [Lampasona et al.] [Pilarski et al.]. The original GQM
approach was designed for identifying defects of particular projects in the NASA Goddard
Space Flight Center environment [Solingen and Berghout]. Later, the approach has
been extended to be applicable in broader contexts. GQM provides specifications of
measurement systems aiming to interpret measurement data in the context of specific
rules and issues. Thus, the model has three levels, namely the conceptual level (Goal),
operational level (Question) and the quantitative level (Metric) (see, Table 1.1).
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1.3. Formulation of Research Questions and Measurable Goals

GQM Table for Goal 1.
- Goal Question Metric
Purpose

Enhance DMN
performance by

Are the obtained
decision bound-
aries meaningful?

Subjective assess-
ment by domain
expert

Issue
finding key vari-
ables

Is There Correla-
tion between vari-
ables ?

Functional re-
lationships as-
sessment matrix,
Correlation
Coefficients

Explaining power
and relevance in
the models

P - value, Corre-
lation Coefficients,
Convergence prop-
erties

Object
of domain data

Viewpoint
for business deci-
sion makers

Readability of re-
sults, level of user
satisfaction

Table 1.1: Goal Question Metrics 1 for the Toolchain design

Tables 1.1 and 1.2 display the GQM technique defining the problems/questions and
describing and quantifying how the Toolchain may solve/answer them. The proposed
Toolchain is designed with the purpose to provide a brief overview of the available
field data in a statistically aggregated manner. The data should be field data with
adequate details depending on the application area. The aggregated approach ensures
clear presentation, which helps the decision making process and gives an overview of the
data for the stakeholders. The designed Toolchain presents the rank of the importance
of the variables that also supports the fast visibility and presentation of the decision
problem for decision makers. In addition, the modeling is targeted to answer what
decision rules the model can find and how the found decision boundaries may affect
the result. Due to its flexibility and low number of dependencies, the proposed tool
can be easily integrated in larger decision support systems and is also suitable for stan-
dalone usage, both as a CLI and as a Docker container. For evaluation of scalability
the running (time between execution and successful finish of the toolchain) and mod-

5



1. Introduction

GQM Table for Goal 2.
- Goal Question Metric
Purpose Achieve the best

modeling perfor-
mance

Distributions,
functional rela-
tionships

Issue by finding the
most suitable
model

Object for the domain
data

What do the
statistical analy-
ses tell us about
the data to ana-
lyze for business
purposes?

Viewpoint from a mathemat-
ical perspective

Which model pro-
vides the lowest er-
ror on test data?

RMSE, MAE,
MAPE

Table 1.2: Goal Question Metrics 2 for the Toolchain design

eling (time for the ML models to finish training) times are analyzed during the design
phase. In addition the runtimes on vertically/horizontally changing data is also evaluated.

1.4 Research Methodology

The theoretical considerations and their usability are validated by simulation investi-
gations. Since, in order to build numerical simulations, R and Python programming
languages are used, which offer a variety of tools and functions that otherwise are widely
used in applied research. The applied scientific methods are ensuring the precision and
thoroughness of the simulation results.
Design Science Research (DSR) methodology is a paradigm which offers specific guidelines
for evaluation and „iteration” for research projects aiming to produce IT based outcomes,
such as algorithms process models, languages, etc. The development and performance
of the (designed) artifacts are in the center of this methodology with the intention of
enhancing their functional performance. Due to the pragmatic nature of DSR it is widely
used in applied researches, e.g. software engineering, by renowned companies also [Peffers
et al.]. According to [Peffers et al.] the evaluation method types relevant to this thesis
are the following:
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1.5. Organization of the Thesis

• prototype

• case-study

• illustrative scenario

In this thesis the case-study is applied as evaluation method, because this evaluation
method is a far more representative way of demonstrating the results that simple
argumentation (see, e.g. [Peffers et al.)]. Despite the drawbacks of case-study-based
evaluation (e.g., it is difficult to conclude general evidence) this research work prefers the
use of a case-study for evaluation, because it could accelerate and ease the understanding
of the application of the artifact for the user. It is worth noting, that the issue of model
conceptualization and knowledge extraction, especially in case of enterprises aiming to
extract internal knowledge to modeling, are also in a focus of many research (see, e.g.
[Lamine et al.], [Thabet et al.] [Sandkuhl et al.)]. As there is still a lack of knowledge in
conceptualizing and operationalizing conceptual modeling, despite that various modeling
tools are viable in various domains [Bork et al.]. For instance, the efficiency of multi-view
modeling over diagram-based modeling in Business Process-Risk Management-Integrated
Method is proved by [Thabet et al.], which allows reducing the meta-model complexities
during model conceptualization processes. In addition, risk consideration is also an
important factor in modeling enterprise business processes due to the highly competitive
markets [Lamine et al.]. Therefore, [Lamine et al.] introduces the Business Process-Risk
Integrated Method framework with the purpose of establishing the integration of risk
management and business process management. In this Thesis the knowledge extraction
is materialized via using Machine Learning in a data-driven manner, which on the the
other hand requires more data than the latter cases, but allows better choice of concepts
and/or models with higher approximation power, according to the State-of-the-Art (e.g.
Liu et al.).

1.5 Organization of the Thesis
This Thesis is organized as follows. Chapter 2 lays down the foundations of Model Driven
Software Engineering (MDSE), Business Process Model Notation (BPMN), Decision
Model Notation (DMN) and some of the state-of-the-art Machine Learning methods.
Furthermore, the chapter also introduces the mathematical backgrounds of both the ML
models and also the metrics, that will be used for the evaluation. In Chapter 3 the main
goals of this Thesis are detailed in the context of the state-of-the-art divided into three
main directions. The relevance of the proposed Toolchain integration ML in DMN is
analyzed in the light of the state-of-the-art scientific results, solutions on the market
and also in the light of the state-of-the art results in the insurance domain. Chapter 4
discusses the possibilities of the integration of machine learning and business process
modeling and presents the proposed concept. Next, the proposed Toolchain is presented
within the frame of the design process. To show the capabilities of the designed Toolchain
a case study is conducted using car insurance domain data. The machine learning
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1. Introduction

models both in terms of raw performance metrics and running times are evaluated and
the results are interpreted in Chapter 5. Discussions of the advantages, as well as the
disadvantages of the above mentioned domain are detailed. The presented results support,
that the designed Toolchain is suitable for bridging data driven techniques with business
stakeholders. Chapter 6 summarizes the main findings of this Thesis and draws some
apposite conclusions. Finally, Chapter 7 suggests a brief reference to possible directions
for further development.

8



CHAPTER 2
Foundations

2.1 Model Driven Software Engineering
The research domain of Model Driven Software Engineering (MDSE) focuses on enhancing
methods of modeling with the purpose of increasing efficiency and effectiveness in software
artifacts development, both quantitatively and qualitatively. The importance of this field
relies on the growing interest in discussing the complex software artifacts at different
levels of abstraction. In addition, software is more and more common in everyday life,
which leads to the growing expectations in newer and newer software artifacts. Therefore,
MDSE gained much attention. A detailed description of the state-of-the art MDSE
technologies and insight into the model driven practices are given in [Brambilla et al.].

The main concepts within the context of MDSE, are: models and transformations (i.e.,
manipulation operations on models). MDSE can be considered as a methodology which
supports employing the advantages of modeling into software engineering tasks. This
methodology involves the following main aspects. The Concepts cover building blocks
of the methodology, covering language artifacts, actors etc. The Notations represent
languages used in the methodology. The Process and rules include the activities that
result in the final product, and also the rules for their coordination, control. This aspect
involves also the definition of the properties (e.g., consistency, etc.) of the products
or the process. Tools are applications supporting the execution of activities or their
coordination and the application of notations. It can be concluded, that models and
also transformations have to be represented by notation, which in MDSE is commonly
referred to as modeling language. In MDSE the simplest equation is defined as "model +
transformation = Software" whose terms are expressed by notations [Brambilla et al.].
However, the model needs to be designed according to the desired software aimed to
be produced. At this point, model driven processes can support the selection of model
types, orders, etc. and abstraction levels which should be applied depending on the
desired software. Besides, an appropriate set of tools are required to allow MDSE to be
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2. Foundations

feasible in practice. For instance, from the programming point of view IDEs are required
for model definitions and transformation, while compilers and interpreters support the
execution of the resulted software artifacts.

Model driven approaches cover various paradigms, namely Model Driven Development
(MDD), Model Driven Architecture (MDA), Model Driven Engineering (MDE) and
Model Based engineering” (MBE). The hierarchy of the governing modeling paradigms
are depicted in Fig. 2.1. However, in the literature a greater variety of MD (model
driven) acronyms are present. Model Driven Development (MDD) refers to a development
paradigm in which the fundamental output of the development process is a model. In
MDD the implementation is usually automatically or semi-automatically generated from
the models [Brambilla et al.]. Model Driven Architecture (MDA) is a substantive version
of model driven Development. The model driven Architecture is introduced by the Object
Management Group (OMG) and based on the OMG standards. In light of this, the
MDA forms a subset of MDD. In this particular set, the modeling and transformation
languages are standardized by OMG [OMG] [Brambilla et al.]. Furthermore, it can be
observed in Fig. 2.1 that MDD is a subset of MDE. Model driven engineering covers the
full software engineering procedure and various model based tasks beyond development.
For instance, model-based evolution of the system or the model driven reverse engineering
of a legacy system, etc. belong to the MDE level. The outer layer is called Model-based
engineering, which is commonly referred to as “Model-Based Development”. Generally
speaking, it covers a softer version of MDE [Brambilla et al.]. This actually means, that
it is a process, which is based on models, however models are not the key components of
the development and may not fully represent the domain knowledge. For example, the
models are rather used as blueprints or sketches.

Figure 2.1: MD acronyms and their hierarchy [Brambilla et al.]
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2.1. Model Driven Software Engineering

Model Driven Software Engineering dispenses a broad picture for system development
including numerous aspects and summarizes the treatment of the various issues as it
can be seen in Fig. 2.2. In Fig. 2.2 the rows represent the implementation, while the
columns stand for conceptualization. The MDSE aims to find the solution along both
axes simultaneously.

Figure 2.2: MDSE overview [Brambilla et al.]

The implementation task is responsible for mapping of the models to running systems
based on the following three levels. The first is the modeling level where the models are
defined. Next, on the realization level the solution is implemented, i.e. it covers the coding.
The third one is the automation level where the mapping from modeling to realization is
carried out. In the frame of the conceptualization task, conceptual models are formulated
which describe the real cases/scenarios. The conceptualization can be performed also at
three levels. At the application level the models and rules are formulated. Then, at the
application domain level the modeling language and transformations are characterized
for a certain domain. Finally, at the meta-level the conceptualizations are constructed.
It is clear, that the main process of MDSE is a top-down process from application of
models to implementation which is composed of subsequent model transformations. The
MDSE process concedes the repeated employment of models and execution of systems on
various platforms.
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2.2 Evolution of decision modeling: from decision tables
through BPMN to DMN

In this section the evolution of business process modeling is introduced starting from
Decision Tables through more evolved Business Process Model and Notation (BPMN)
finally reaching DMN.

2.2.1 Decision Tables

Decision tables are tabular representations aiming to specify actions to be performed in
connection to certain conditions. The information collected in decision tables can also be
represented by decision trees. Decision tables can be considered supervised classifiers.
As it was pointed out by [Kohavi] decision tables are able to provide higher performance,
than classical classifiers such as C4.5. A key task in data mining is the development
of predictive models. On the basis of large amounts of predictors, a model can be
designed which supports the analysts to classify or predict new instances. Many research
papers dealing with the improvement of accuracy or precision of these models [Hodge
et al.] [Catanzariti et al.], however only few comparative analysis has been conducted
on them. For instance, the empirical evaluation of the comprehensibility of decision
tables, tree and rule based predictive models is discussed by [Huysmans et al.]. The
authors highlight, that the subjective nature of ‘comprehensibility’, which depends on
several external factors (e.g. user’s experience or knowledge). The authors present an
interesting empirical study on the suitability of a number of alternative representation
formats for classification when interpretability is an essential demand. [Huysmans et al.]
focuses on decision tables, (binary) decision trees, propositional rules, and oblique rules
and concludes that decision tables perform significantly better in terms of accuracy,
response time, and answer confidence of users. In addition the dependency structures for
decision tables are also important and well-researched areas. The study by [Chiaselotti
et al.] gives a general panorama on the consistency and inconsistency of decision tables.
Attribute reduction is one of the most important issues in the research of rough data
sets. The types of local attribute reduction strategies for decision tables are discussed by
[Liu et al.]. The authors present concepts and algorithm for the lth decision class lower
approximation reduction, lth decision class reduction, and lth decision class β-reduction
for decision tables using discernibility matrices. [Liu et al.] also introduces the basis of
the relationship between positive-region reduction and the lth decision class β-reduction.
Establishing the core granules of knowledge from incomplete decision tables is also a
fundamental research question. According to the prevailing approaches the basic granules
under similarity relation include a large number of objects, which may degrade results in
data mining. The granules under limited similarity relation also have limitations, such
as high computation need and weaker prediction power [Li et al.]. [Chiaselotti et al.]
examines the mathematical background of the notion of similarity between objects in the
granulation of decision tables through comparing the endogenous granulation induced by
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Pawlak’s indiscernibility with the exogenous granulation induced by a similarity measure
F .

Three-way decision making also gained much interest in the research community [Yin
et al.]. The three way decision making theory is based on the notions of acceptance,
rejection and noncommitment, which can be considered as the extension of the binary-
decision model. Three way decisions are present in our everyday decision-making and have
been widely used in many fields and disciplines [Yao]. With the purpose of addressing the
degradation phenomenon of three-way decision making, [Yin et al.] proposes the notion
of decision tables. This approach results in a new three way decision model 3WD-D,
which adopts the trisection-acting frame, and introduces three strategies namely, accept
right decisions, reject decision traps and non-commitment. The authors validate, that
3WD-D resolves the degradation phenomenon and is effective in decision tables [Yin
et al.]. [Li et al.] proposes the generalization of the model of three-way decision from 0–1
tables to general information tables. The authors conclude also, that optimal tri-partition
can be obtained according to weighted entropy’s of the finite tri-partitions.

Decision tables also form the basis of Decision Model and Notation (DMN). The growing
interest of DMN decision tables to acquire crucial business knowledge, requires improved
support of analysis and refactoring tasks on decision tables. [Calvanese et al.] proposes a
general approach to analyze and refactor decision tables based on a geometric interpreta-
tion. Their new method is suitable for two analysis tasks (detection of overlapping rules
and of missing rules) and one refactoring task (simplification of tables via rule merging).

Incomplete feature selection [Zjao and Oin] is also an important issue of decision table
theory. An extended rough set model is proposed by [Zjao and Oin] based on neighborhood-
tolerance relation for categorical features. The proposed model is suitable to be used on
incomplete data with mixed categorical and numerical features. The authors also present
a new entropy measure namely the neighborhood tolerance conditional entropy, which
is used to evaluate the feature subsets. The paper reveals that in case of incomplete
decision tables the neighborhood-tolerance conditional entropy is a more accurate feature
evaluation criterion than the dependency [Zjao and Oin]. The topic of knowledge
representation of decision tables using decision trees is discussed by [Azad et al.] based
on a dynamic programming method for bi-objective optimization. The authors show
that even if the global misclassification rate related to the whole tree is small enough,
the local misclassification rate related to the terminal nodes of the tree can be too
big. On this basis the authors provide a method which is able to design decision trees
with moderate number of nodes as well as moderate global and local misclassification
rates. Furthermore, the authors [Hodge et al.] have devised a neural network-based
decision table methodology. The above briefly introduced approaches and findings related
to decision tables are transferable to DMN based applications and provide important
implications towards our understanding of business decision modeling problems.
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2.2.2 BPMN
For modeling business processes, the BPMN standard is one of the most well-established
and widely used process modeling standard, maintained by the Object Management
Group (OMG) [OMG]. Business analytics processes consist of three main steps applied
in consecutive order to the source of data. The first step includes a descriptive analysis,
which describes the business history. After that, predictive analysis is performed that
describes the actual situations. The second step also covers the reasons for analysis and
prediction to the future situations. The third step is a prescriptive analysis process,
which identifies the way how to gain profit from the predictions. The principal of BPMN
is providing a representation of the real business process behaviour for any organization
for supporting analyses and documentation and enhancing the processes.

BPMN is a standardized notation developed to enhance the conversation among stake-
holders in a business process. The symbols of BPMN form five main sets, i.e. set of
symbols of the basic categories of Flow Object, Data Object, Swimlane Method, Artifacts
and Connecting Object. First, the so called Flow Object, which is a principle element in
determining behaviors of business processes. There are three type of Flow Objects. The
first type is called Events, which represents events that raise during business processes.
The second Flow Object type represents Activities, i.e. tasks that may raise within
business processes. The third type are the so-called Gateways, they are used to regulate
decision flows in business processes [OMG]. The Data covers information derived from
the activities of the business process. There are four types of Data, the first is Data
Object [OMG]. Data Objects are for serving information about activities, which stand
in need of an action. The second is Data Input, which is responsible for loading data
within business processes. Thirdly, Data Output is employed for delivering data within
business processes. Finally, the Data Store stores the data within a business processes.
The purpose of the Connecting Object is to connect actual objects to other data. Four
types of connecting objects are distinguished. The first type of Connecting Object is the
Sequence Flow, which is used to define the order in which the activities are executed in a
business process. The second is Message Flow, which represents the messages between
participants. The third Connecting Object is called Association Symbol and is used to
display relationships between artifacts and objects. The last Connecting Object is called
Data Association, which is used to represent the links between data [OMG].

The above described basic BPMN elements can be grouped by using the so called Swim-
lanes. The Swimlane Method forms two groups. The first is called Pool, which is able
to divide a set of activities. The second is called Lane, which stands for setting up and
classifying activities. The information within the governing process can be described with
Artifacts. Artifacts can be of two types, either Group to group objects, or alternatively in
the from of text annotation to be used for additional explanation of the processes [OMG].
The elements used for describing the work in a process are called Tasks, they form the
following seven groups. The Service Task carries out automatically tasks without human
intervention. The Send Task supports exchanging messages. The Receive Task receives
messages and/or information between recipients and senders. The User Task is a task

14



2.2. Evolution of decision modeling: from decision tables through BPMN to DMN

that can be executed by a user. The Manual Task represents a task, which can be
executed without a business process. The Business Rule Task is responsible for executing
a decision making task/process. The Script Task denotes an automated activity in the
business process .
As it can be seen from this brief description, BPMN is a method in which a detailed
component system is designed specifically for business users without in-depth IT knowl-
edge. It is also clear that the method is limited to process modeling, but the decision
logic is not reflected. This standard can be considered as the ascending method of DMN,
which is a far simpler and versatile notation. A few studies reveal further issues and the
combined application of BPMN and DMN, e.g. in [Boonmepipit and Suwannasart]) a
test case generation from BPMN with DMN method is demonstrated. The following
subsection describes the DMN in detail in order to clarify how much more advanced and
advantageous it is than BPMN.

2.2.3 DMN
Decision Model and Notation (DMN) is a standard for providing decision representation
as well as implementation that allows easy presentation of decisions in diagrams that
are understandable by business users. DMN is suitable for modeling decisions and also
their requirements. Two levels are distinguished, namely the Decision Requirement and
the Decision Logic Level. The Decision Requirement Level covers an initial value, the
decision and is determined from a number of input data. The input data has various
sources, e.g. results from other decisions, output of other tasks, or input from devices
or users. The Decision Logic Level describes the Decision Requirement Level in more
detail. This level contains knowledge models which relate to the business rules and
further formalism. These knowledge models are given in the form of a decision table.
The decision tables contain the series of contiguous input and output expressions and
indicate which decision is made based on the input data. The decisions are represented
by value expressions which specify how the output value is determined from the input
values [Wiemuth et al.].

Decision making processes are basically built upon two major pillars such as business
process models and decision logic. Essentially DMN adds a third pillar, namely the
Decision Requirements Diagram. The Decision Requirements Diagram involves all the
definitions that are part of the business process models and decision logic.

The aim of the DMN standard is to provide the notation for decision modeling so
that the decision could be easily presented in diagrams and understandable by business
users [OMG]. The principal goals of the notation is modeling human decision-making,
modeling the requirements for automated decision-making, and implementing automated
decision-making models. Four types of elements are used in DMN, Decision, Business
Knowledge Model, Input Data, and Knowledge Source (see, Fig. 2.3) [OMG]. This can
be observed in Figs. 2.2.3-2.6 which is an illustrative example of the application of DMN
with BPMN in case of a credit sales business process from [Figl et al.]. Here, the decision
making is obtained by using sources e.g., Global Financial Inclusion (Global Findex)
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database. It is also visible, that there are two intermediate levels. The output of these
intermediate decisions are the inputs of the one final decision on credit sale. The levels
of the process in order are depicted in Figs. 2.2.3-2.6 in FEEL code. The acronym FEEL
referst to theFriendly Enough Expression Language (FEEL), which is an expression
language defined also by the OMG DMN specification.

Figure 2.3: Basic types of DMN elements [Kluza et al.]

The Decision Requirements Diagram and decision logic form a comprehensive decision
model. This model enhances the business process model by providing detailed specification
to the decision-making acts of the tasks within the process. It becomes clear that the
DMN model can only be created after the Decision Requirement Diagram is built, as
they specify the decisions.

The DMN methodology is designed for decisions. DMN can be applied in combination
with standards such as BPMN. Furthermore, according to [Wiemuth et al.], DMN can
also be applied alongside with Case Management Model and Notation (CMMN) since
CMMN, DMN and BPMN are managed by the same group. Case Management Model
and Notation (CMMN) is another notation for modeling cases which could be used for
different areas like licensing, banking, operations planning, patient treatment, etc., where
the case is a high level activity defining actions for a known goal.

16



2.2. Evolution of decision modeling: from decision tables through BPMN to DMN

Figure 2.4: DMN operation in BPMN in a Credit Sales example - Decision Requirement
Level by [Figl et al.]

Figure 2.5: DMN operation in BPMN in a Credit Sales example - Decision Logic Logic
Level by [Figl et al.]

Figure 2.6: DMN operation in BPMN in a Credit Sales example - FEEL code [Figl et al.]

In the literature, only few papers have discussed the DMN models from the process
control flow’s [Janssen et al.] or event logs’ point of view [de Leoni et al.]. However, the
method of unbundling decisions hidden in BPMN process models is less investigated. For
this reason, the paper by [Bazhenova et al.] provides a pattern based approach with
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the aim of supporting decision designers and analysts in understanding on how the data
explicitly represented in a process model may be modeled in a separate decision model.

2.3 Brief Overview of the Most Relevant ML Algorithms
This section provides the mathematical background of linear regression (lasso, ridge,
linear regressions with regularization on parameters with L1 and L2 norms respectively),
CART and XGBoost [Chen and Guestrin], the methods that are used in this study.

2.3.1 Brief Introduction to Standard Regression Methods
Regression essentially means the measure of the relation between two quantities. If
X = x1, ..xn and Y = y1, . . . , yn are the measured and predicted examples, then the
objective is to find the appropriate f function, which maps the relation between xi and
yi quantities. With function f now we can determine the value of y∗ at a new x∗ point.
Thus, from the samples we can derive a functional relationship, i.e. this means that
regression can be considered as the most elementary learning model. The general form of
a linear regression model is given as follows:

Y = βX + � (2.1)

yi = β0 + βxi,1 + . . . + βnxi,N + �i, i = 1, . . . , N, (2.2)

in which, Y is the response variable vector and X is the matrix of the explanatory
variables, furthermore yi is the response variable from the i-th observation and xi,p is the
p-th input variable of the i-th observation. The symbol β stands for the vector of the
regression parameters and � is an error vector.

In order to find the β coefficient vector the most commonly used estimator, the least
squares is used, which minimizes the residual sum of squares (RSS), the minimization
problem that we need to solve is the following:

RSS(β) =
n�

i=1
(yi − f(xi))2 =

n�
i=1

(yi − β0 −
p�

j=1
xijβj)2 (2.3)

Finding the β coefficient vector that minimizes the RSS can be done by differentiating
the above equation and setting it to zero, thus we get the following explicit form for the
coefficient vector:

β̂ = (XT X)−1XT y (2.4)

It is worth noting that (XT X)−1 does not exist if two or more variables perfectly correlate
(have a correlation of 1), this would result in X matrix not being of full rank, meaning
its inverse will not exist. This also means that there are multiple solutions one could find
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that fulfills our optimization problem in such situations [Filzmoser], the mathematical
proof of this result can be found by [Filzmoser].

Classical least squares regression suffers from correlated variables in the sense of exploding
coefficients, to tackle this problem shrinkage methods can be applied, the most widely
used methods are Lasso and Ridge regressions. Both method shrink the coefficients by
applying a penalty on the coefficient sizes in the minimization problem.

β̂Ridge = argmin
β

n�
i=1

(yi − β0 −
p�

j=1
xijβj)2 + λ

p�
j=1

β2
j (2.5)

β̂Lasso = argmin
β

n�
i=1

(yi − β0 −
p�

j=1
xijβj)2 + λ

p�
j=1

βj (2.6)

Above equations show the Ridge and Lasso minimization problems, in both cases λ >= 0
denotes the complexity parameter, which controls the amount of shrinkage. The Lasso
problem is non linear and does not have a solution in a closed analytical form, they require
quadratic programming to be solved. The L1 penalty term enables the coefficients to be
exactly 0, thus the Lasso regression can also be used for variable selection [Filzmoser].

2.3.2 Mathematical Background of Decision Tree Methods
A Decision Tree is a non-parametric supervised learning method in the machine learning
domain that can be used both for classification and regression problems. The main idea
behind the algorithm is to build a model that predicts the target value based on learnt
decision rules from the available data.

Tree methods are flexible in the fields of applications, but also computationally intensive,
while the resulting models are highly dependent on the observed data, even a small
change in the observations can induce a drastic change in the shape of the tree structure
[Filzmoser].

In order for the Decision Tree Algorithm to work, we must define the following steps:

• Attribute selection rule: Selection of the appropriate feature to split the data.

• Rule of further reduction: With the help of this rule we recursively split the data
further in smaller regions, thus creating new nodes in the tree.

• Termination Rule: This rule determines the conditions in which a node will not be
further split, thus a leaf (end node) will be created.

• Classification Rule: This rule renders a value for every node.

With the help of the above mentioned 4 rules, a generic tree building algorithm works
along the following four steps:
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1. Step 1: With the help of the termination rule, we decide whether the current tree
needs to be split further or not. If not, then we assign the value to the current
node with the classification rule. Otherwise we proceed with Step 2.

2. Step 2: For the given dataset we apply the attribute selection rule to select an
attribute and proceed with step 3.

3. Step 3: With the given attribute we split the dataset based on the results of the
rule of further reduction, and proceed to step 4.

4. Step 4: We perform the operation steps for all the branches obtained from the
subsets.

It is worth noting, that many of the widely-used machine learning Decision Tree techniques
basically emerge from the famous ID3 algorithm introduced by [Quinlan]. The goal of
the algorithm is to find the simplest tree that still predicts the data well enough. For
this reason, variables that are not of high importance, should not be considered in the
model building phase.

Building a decision tree is a hierarchical process as we create an ordered set from the
feature variables. Building a minimal decision tree is an NP-Hard (Non-deterministic
Polynomial time) problem, thus the use of a heuristic is necessary. The key question
in the algorithm is the choice of the attribute to split the data with, as we would like
to minimize the size of the tree, we want to have the least amount of splitting possible.
Entropy is the fundamental idea of the heuristic, namely Shannon’s Entropy is used:

Es = −k
�

pilog2pi (2.7)

In the Shanon’s Entropy pi denotes the probability of the information value, log2pi

describes the amount of information. The entropy function Es is the expected value of
the information, it has its maximum value, where the probabilities are equal [Dombi].

2.3.3 Ensemble Techniques and XGBoost
Boosting belongs to ensemble learning algorithms [Dietterich], which combine the output
of multiple tree models in order to obtain an enhanced solution. The literature presents
various results for the prospective application of boosting methods in various fields,
including car insurance sector (see for e.g., [Guelman]). XGBoost (Extreme Gradient
Boost is a recently introduced gradient boosting strategy presented by [Chen and Guestrin],
which applies an ensemble of decision tree models as learners. The formal description of
the method according to [Chen and Guestrin] is the following:

ŷ = µ(xi) =
N�

n=1
fn(xi), (2.8)
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in which µ(xi) represents the XGBoost model with n = 1, .., N number of fn(·) weak
learners. The efficiency of this method emerges from the substitution of the classical
gradient boosting method with the Newton boosting [Chen and Guestrin]. The optimal
parameters are obtained by minimizing the Λ loss function given by Eq.2.9

Λ(µ) =
k�

i=1
v(ŷi, yi) +

N�
n=1

R(fn) (2.9)

R(fn) = γT = 1
2λ �w�2 . (2.10)

In Eqs. 2.9-2.10 the expression R(fn) represents the regularization term used for penalizing
the nth model’s complexity. The function v stands for the cost function. The symbol
k denotes the sample size and T represents the number of terminal nodes. the symbol
γ is a control parameter related to the tree structure and λ is a regularization control
parameter. The ft term is added with the purpose of tackling the difficulties of solving
the problem in Euclidean space [Chen and Guestrin]. Then, the function is formulated
as follows:

Λt =
k�

i=1
v(ŷi, yt−1

i + ft(xi)) + R(ft) (2.11)

In Eq. 2.11 the expression yt
i represents the prediction of the ith input in the tth

iteration of the ft corresponding model. Next, a second order Taylor series expansion on
v(ŷi, yt−1

i + ft(xi)) is performed, for providing faster and simplified calculations [Chen
and Guestrin]. Now, Eq. 2.12 is obtained [Chen and Guestrin]:

gift(xi) + 1
2hift

2(xi), (2.12)

where

gi = ∂v((yi, ŷt−1
i )

ˆyt−1
i

, (2.13)

hi = ∂2v((yi, ŷt−1
i )

ˆyt−1
i

(2.14)

and

Λt =
k�

i=1

�
λ

	
yi, ŷt−1

i



+ gift(xi) + 1

2hift
2(xi)

�
+ R(ft) (2.15)
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Using Eq. 2.15 the weights of the leaves are calculated as given by Eq. 2.16 [Chen and
Guestrin].

wj = −


i∈Ij
gi

i∈Ij
hi + λ

(2.16)

In Eq. 2.16 Ij , j = 1, .., T denotes the example set of the jth leaf node. From Eq. 2.16
the following objective function can be deduced for the jth node for q structure, as

�Λ(t)(q) = −1
2

T�
j=1


i∈Ij

gi
2

i∈Ij
hi + λ

+ γT. (2.17)

Then, the Γ information gain is formulated in Eq. 2.18 as

Γ = 1
2


	

i∈IjL
gi

2

2


i∈IjR

hi + λ
+

	
i∈IjR

gi


2


i∈IjL

hi + λ
+

	
i∈Ij

gi


2


i∈Ij

hi + λ

 − γ, (2.18)

in which IjL and IjR denote the example sets of the left and right leaf nodes after splitting
[Chen and Guestrin].

2.3.4 Performance Metrics
For performance evaluation the most-commonly used metrics, such as Root Mean Square
Error (RMSE), Mean Absolute Error (MAE) and Mean Absolute Percentage Error
(MAPE) are applied during my investigations. Percentage errors, such as MAPE (or
alternatively, the SMAPE, Symmetric Mean Absolute Error), are scale independent
metrics and frequently applied for prediction performance evaluation. RMSE and MAE
are scale-dependent measures which are advantageous, also for finding the best performing
one of several models. The application of MAE and MAPE is useful for comparing
performance of various models. In contrast, from the above three metrics only the
RMSE has the same dimension as the input data. Thus the RMSE metric can represent
information about the performance on its own by comparing the RMSE value to the
range of the variable that needs to be predicted. The formulae of the metrics are given
by Eqs. 2.19 - 2.21.

RMSE =

�n
i=1(y − ŷ)2

n
(2.19)

MAE = 1
2

n�
i=1

(y − ŷ) (2.20)
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MAPE =
n�

i=1

1
2

����(y − ŷ

y

���� , (2.21)

where yi (i = 1, ..., n) are the input data points and ŷi (i = 1, .., n) are the predicted
values at the ith iteration. RMSE and MAE are scale-dependent measures which are
advantageous, also for finding the best one of several models.

23





CHAPTER 3
State of the Art

3.1 Review of the State-of-the-Art Decision Modeling
Approaches

3.1.1 Literature review on BPMN and DMN

A growing number of literature have discussed the various approaches of Decision Support
Systems [Sauter, Simon, Caetano et al.] incorporating classical and the most recent
approaches. Decision Support Systems, particularly Business Intelligence is one of the
well-documented disciplines. However, aligning decision-making within the organization
with large data sources is still a challenging task. Latest studies focusing on standards
such as Business Process Model and Notation (BPMN), or the recently presented Decision
Model and Notation have also gained much attention [OMG]. Detailed description of
these two standards, revealing the advantages and disadvantages can be found in the
paper by [Biard et al.]. The authors highlight, that DMN offers greater simplicity, but
cannot deal with uncertainty and is limited to pre-defined decisions made from known
criteria.

[Bazhenova et al.] highlights the challenge of deriving decision models from process
models, especially when same data is used in both processes. The Authors identify
patterns which represent potential representations of data in BPMN processes and that
can be used in building decision models related to existing process models. The paper
distinguishes a set of decision patterns that characterize process-related data that is used
for making decisions in existing process models via investigating a health-care process.
[Bork et al.,Bork et al.] critically analyses the visual modeling languages such as the
BPMN and conducts a systematic analysis on currently used standard visual modeling
language specifications with a focus on the specification of notational aspects.
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3.1.2 Literature review of Decision Modeling in relation to Machine
Learning

As machine learning is more widely used, the requirement for understanding how these
algorithms make decision became mandatory. The term Explainable AI (XAI) addresses
this requirement of both explainability and transparency from the business stakeholder’s
point of view. According to the results collected by [Mehdiyev et al.] exactly the above
mentioned requirements are discussed in the context of creating a machine learning based
decision support system in the public administration domain. The publication reveals
the challenges (imbalanced data, non-linear relationships etc.) that such a system would
face, and proposes the usage of more sophisticated ML methods such as deep learning
and ensemble methods. Furthermore recommendations on how to communicate the logic
behind these models to the stakeholders are also discussed in the study.

Most of the DMN and generally business process models are documented in the form of
natural text. This approach makes the models easily understandable for humans, but
not for computers. To tackle this issue, a recent publication, [Etikala et al.] realized
a Natural Language Processing (NLP) pipeline that can build a decision requirement
diagram based on natural text. The proposed approach uses state of the art machine
learning techniques from the domain of Natural Language Processing (NLTK, SpaCy,
CoreNLP, etc.,) to automate the process of building a business process model based on
the contents of the given model description. Evaluation of the proposed transformation
pipeline shows, that the machine learning based solution is successful in identifying the
structure of the Decision Requirement Diagram with the correct number of nodes and
items, however the obtained decision labels are not always perfect. Furthermore, the
paper discusses also the limitation of the proposed method, namely their pipeline assumes
that the textual description of the models are written in grammatically correct English
language, contains no irrelevant information, and that the model description is sequential.

A few researchers have addressed the issue of the DMN standard within a big-data
context. For instance, [Horita et al.] present a DMN model and [Horita et al.] further
improve it by simplifying the notation and use a layer-based structure. The effectiveness
of the proposed method is demonstrated via an application example of the Cemaden
monitoring system. No one to the best of our knowledge has studied the performance
of DMN-based method in combination with ML based techniques in decision modeling,
nor in comparison to Machine Learning models. However, Machine Learning methods
are found to be efficient in decision making in car insurance sector according to [Wang],
in which the most important features of automobile insurance data are identified. This
result may serve useful source for my further investigation and basis of the preliminary
data engineering.

To sum up, this brief panorama of the literature support, that comparative analyses
and investigations of DMN and Machine Learning techniques are still important and
challenging issues.
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3.1.3 Literature review of Decision Modeling in relation to
Nondeterministic Processes

In spite of the success of DMN, it is still not considered as a widely used modeling standard,
since it faces some limitations. In the non-deterministic processes of medical treatment,
various factors, e.g., combination of different diseases, preexisting illnesses of patients,
knowledge, equipment of hospitals, etc. play a role in the decision on a patient’s treatment
or in a medical diagnostics issue. In other areas, standardization and formalization of
processes have led to an increase in productivity, however in medical treatment there is
still no general technique for modeling such a complex decision process. Early studies
on decision making techniques in medical decision process report the application of
the Dempster-Schafer evidential reasoning theory, Bayesian formalisms for managing
uncertainty, and techniques from the field of classical statistical analysis. Recently,
attempts are made for the introduction of Business Process Model and Notation in
clinical practice given that BPMN is a highly standardized and deterministic methodology
[Wiemuth et al.].

[Wiemuth et al.] supports that the combination of CMMN and DMN could provide a
better overview of the possible tasks by depicting complex decisions in a compact form,
i.e. we can showcase flexible and weakly structured processes. Thus, these process models
could become easier to read and more understandable.

One of the greatest drawbacks of the DMN methodology is that it lacks the ability dealing
with uncertainty present in the data [Abdelsalam et al.].

[Abdelsalam et al.] highlight that DMN is not able to represent and automate tactical
and strategic decisions. [Abdelsalam et al.] make an attempt to enhance the decision
requirement level and decision logic level by adding new elements (Uncertainty Element
and OR Model Base Element). Their solution is however only valid for a limited
number of problems. Interchangeability of DMN with other paradigms for knowledge
bases (specifically the state-of-the-art IDP Knowledge Base System) is investigated by
[Deryck et al.]. The analysis supports that DMN and IDP perform similarly in solving
decision-dependent problems. The authors highlight that that DMN and IDP are mostly
compatible with each other in problem solving issues of similar nature.
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3.1.4 Literature review on the research directions of DMN
According to a literature review based on the exhaustive study of prominent papers
published by [Kluza et al.], the research directions related to DMN can be organized into
seven main directions (see, Fig. 3.1.4).

Figure 3.1: Research directions related to DMN [Kluza et al.]

Based on this categorization, this Theses contributes to the Validation and Ver-
ification and Tool support research directions of DMN. In addition, the scope
of the investigations may give rise to pursuits towards automation of decision
processes using DMN [Etinger et al.], since the creation of machine learning models can
be easily automatized (e.g. at update scenarios).

3.2 Relevance of the Thesis Compared to Available
Software Products on the Market

In the past years, the rapid development of data driven technologies, and the increase
of highly available large amounts of computation power allowed machine learning and
artificial intelligence based solutions to become mainstream. The recent trends indicate
that more and more companies are experimenting with their own, or alternatively already
existing "open source" and "pay to use" services. This thesis specifically focuses on machine
learning assisted decision making, which is an already actively researched and somewhat
matured domain, however the available resources (both theoretical and practical) on the
combination of business process modeling and machine learning are still scarce. During
the development of the practical part of the thesis, I paid attention to develop a tool
that is meant to be used by people, who might not have advanced knowledge in the
above mentioned fields, thus it does not require a large effort to operate, and its output
contains meaningful and understandable content for the user.

In order to position the developed Toolchain and its capabilities, a comparison to an
already existing software, RuleLearner [OpenRules] is carried out. This tool aims to
address and solve similar problems in the field of business intelligence as this thesis,
namely the creation of decision models with the help of machine learning, testing and
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analysis of the decision models and lastly the deployment of the models to be used in
the real world. The understanding of the available data is crucial for the user to be able
to draw meaningful conclusions and make adequate decisions from the results of any
machine learning model. RuleLearner however does not offer any data analysis features,
this is one key difference that separates RuleLearner from the Toolchain presented in
this thesis. Furthermore, RuleLearner offers decision modeling based on two CART
algorithms, namely Ripper and C4.5, the presented Toolchain offers a slightly more
versatile collection of models, namely on top of CARTs, linear models, and XGBoost.
For the validation of the models, 5-fold cross-validation is also implemented.

3.3 Related Works
In this section I conduct a brief review of recent applications/solution which may hold
similarities to the proposed Toolchain. I have found two solutions, that are worth
discussing. In the study published by [MLF] an approach is outlined, which describes
how the DMN methodology can be combined with ML. The designed pipeline is referred
to as MLChain by [MLF]. Figure 3.2 shows the MLChain pipeline for a sample Churn
(the annual percentage rate at which customers stop subscribing to a service or employees
leave a position) use case. The pipeline is designed in Knime, which is an open source
tool to create machine learning pipelines through a graphical user interface. The main
advantage of Knime is that it allows designing ML pipelines without writing any code.
The introduced pipeline integrates both data preparation and the modeling steps. Those
outputs then can be used in a DMN environment. Furthermore a job for the evaluation
of the fitted models is also present. Similarities to the designed pipeline (introduced in
section 4.1.1) can be recognised such as the data partitioning step and also the selected
ML method, namely the decision tree regressor are present in both solutions. The
depicted pipeline also shows the integration with PMML (Predictive Model Markup
Language), which is a syntax that the DMN Standard supports, thus integration and
execution of ML models inside a business process could be realized more easily.

Figure 3.2: The MLChain pipeline.

Figures 3.3-3.4 show the designed pipeline for the Text2Dec (Text to Decision) project
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[Etikala et al.]. Text2Dec can understand natural language and derive decision require-
ment diagrams from the corpus. The NLU (Natural Language Understanding) pipeline
is depicted in Fig. 3.4, which also shows similarities to the Toolchain design presented in
this thesis, namely before the machine learning parts, preprocessing and data analysis is
performed.

Figure 3.3: Text2Dec pipeline.

The preprocessing step in the Text2Dec pipeline is responsible for cleaning the input
text, by removing determinants, such words are e.g. "The", "a", "and" etc. The following
step is Coreference Resolution, which identifies and resolves coreferences (synonymous
terms and phrases) by replacing them by their first occurrence. Anaphora Resolution is
responsible for the clarification of ownership of attributes by the entities, and bringing
the text to a consistent syntax to identify ownership relations. The next step is the
Concept Recognition, which breaks down sentences into tokens, from which the concepts
are derived, which will be the main building blocks of the decisions. The Dependency
Parsing step is used to map dependencies between concepts in the form of a dependency
tree. Lastly in the Dependency Extraction step, the concepts are linked to the identified
dependencies with the help of the dependency tree created by the previous step, the
output of the job is a DRG (Decision Requirement Graph), which will serve as the basis
for the construction of the DRD (Decision requirement Diagram), which is the final
output of Text2Dec.
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Figure 3.4: Scheme of the NLP for Text2Dec application.
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CHAPTER 4
Method

4.1 ML Supported Toolchain for DMN Modeling

4.1.1 Structure of the Proposed Toolchain

In this section I introduce the proposed method through a case study. First, the
architecture of the designed Toolchain is introduced as follows. The pipeline of the
general method can be seen in Fig.4.1.

The aim of this pipeline is fast model prototyping for decision support in risk management
based on DMN model input. The intention behind the proposed structure is to enhance
the capabilities of DMN models by using Machine Learning. The Pipeline is in accordance
of DSR paradigm principles, since the structure allows multiple modeling approaches,
that supports enhancing the resulted artifacts functional performance by finding the best
fitted model. In addition the application of Machine Learning also contributes to the
improved performance of the final decision, which would not be available with using the
DMN model alone. The first stage of the designed pipeline requires an interaction from
the domain expert, who is responsible for providing the business process model in XML
format used by the DMN notation. Next, the model is imported into an application
written in JAVA programming language. Then, by querying the input model from the
DMN system, the test cases are generated. The output of the JAVA application serves
as an input for the ML modeling pipeline, which is designed in the context of this thesis.

The next parts of the Toolchain are automatic, but first the domain expert / user
of the tool needs to configure the program via setting environment variables, such
as configurations including e.g., the location/path to the output file of the test case
generation from the JAVA application, the name of the target variable that needs to be
predicted, etc.
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Figure 4.1: The Pipeline of the Proposed Concept.

After the pipeline is triggered, first the statistical analysis is carried out on the raw,
unmodified dataset. Parts of this stage include firstly the normality test of the response
variable using Kolmogorov-Smirnov (K-S) normality test (alternatively Shapiro-Wilk
normality test could also be considered, however Shapiro-Wilk test is less recommended
for larger datasets) with the significance level of α = 0.05. Second, aggregated statistics
(min, max, range, quantiles, standard deviation) of the dataset is calculated and exported
in a tabular form for the user. Lastly, various graphical representations (correlation plots,
visualizations of pairwise relationships, density graphs and boxplots) of the underlying
dataset are also exported and saved for the users. There is a strong emphasis on visual
representations of the underlying information in the data. As in the case of many variables
and generally complex data, visual representations are more convenient for the users,
easier to understand and the information is more effectively communicated. Functional
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relationships are hard to find without the knowledge of the type (linear, polynomial,
trigonometric etc.) of function to be looking for, however pairwise graphs, pairwaise
scatter plots, correlation matrices can give clues for the user for their further investigations,
e.g. visually analysing the pairwise plots, one can identify or make assumptions on the
presence of more complex functional relationships in the data, which then later can be
investigated computationally. This task however would not be easy to automate without
the knowledge of the functional form of the relationship. Outputs of the statistical
analysis stage are saved in forms of natural text and .png images.

After the analysis stage, the input data is prepared for the machine learning algorithms
with the help of the preprocessing job. This stage handles missing data by simply removing
them. Alternatively different data imputation strategies could also be implemented, but
these strategies are mostly useful in the case of low number of observations. Furthermore,
as the data comes from querying an already existing DMN model, missing data is not
expected to be present. Moreover, most machine learning algorithms are relying on the
fact that the various columns of the input data are of the same datatype. The conversion
of the dataset to obtain consistent datatypes among the columns is also achieved in the
preprocessing stage.

Finally, various machine learning models (linear models such as Lasso and Ridge Regres-
sion, CARTs, XGBoost) are trained in series and are also evaluated on multiple metrics
(RMSE, MAE, MAPE). As a default setting, 5-fold crossvalidation is also performed.

From Fig. 4.1 the output of the toolchain is designed to provide insightful information for
the user about the statistics of the used data in the form of both graphical and tabular
representation. Furthermore the toolchain provides the results from the above mentioned
test phase, which can serve as a meaningful baseline for the user to compare the different
ML methods, furthermore conclusion about their applicability can also be drawn.

4.1.2 Data Definition

In order to train the ML models offered by the toolchain and make use of all its capabilities,
it is necessary to collect sufficient data in the defined data structure. Tabular data with
.csv format or plain text is required to use the toolchain. The default setting of the
separator is the comma. The change of the separator needs modification in the code. The
data types of the columns can be negligible, because the built in on-hot-label encoder fits
the data in the required data type for the ML algorithms. The data from the perspective
of the source can be a field data or synthetic data, respectively. Generation of synthetic
data is a cheap way to increase the size of an already existing smaller dataset (which in
itself would not yield sufficient results), while ensuring that the statistical properties of
the original dataset remains. Generation of synthetic data, can either happen outside of
the toolchain, or alternatively be implemented in the toolchain’s preprocessing stage. If
a certain task requires, further data processing methods can be included in the toolchain,
such as the SMOTE (Synthetic Minority Oversampling Technique) in the case of an
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imbalanced dataset. SMOTE is an easy to implement technique to balance out biased
datasets.

In some cases raw field data might not be available, in such cases one can generate
the required dataset by querying an existing DMN model with various combinations of
inputs and save both the input and query results in a .csv file, which later can be used
as the input data for the toolchain. Depending on the purpose and requirements from
the toolchain, one should pay attention on the completeness of the query parameters,
meaning is it required to use all input variables of the original DMN model or not. It
is usually not necessary to have a data which is the dot product (all possible input
parameter combinations present) for an ML algorithm to give usable results, however
too little variety in the data can lead to biased and under-performing results. One must
not forget that an ML algorithm can only provide as much information as the input data
contains.

4.1.3 Specification of the ML Algorithms
In this section the two distinguished ML models offered by the toolchain are reviewed,
and a brief insight is given into their specifications and considerations for model selection.
One particular implementation is provided in the toolchain for the below mentioned
models. A critical aspect may be the parameter tuning of the methods. The toolchain
can be extended with grid search and Genetic Algorithm-based methods if necessary.

Decision Trees. Decision Trees hold many advantages such as easy understanding of the
obtained model and analysis results. Beyond their great capability of precise model fitting
Decision Trees provide easily accessibility and readability for the users to the mapped
relations. Furthermore, this technique adds robustness with respect to the outliers and
missing values, which is a great advantage for data mining tasks. However, there are a few
disadvantages of the application of the Decision Trees. It is known, that a high-level node
can be modified by including new input attributes. Overall change of the tree structure
can be challenging and may have significant effect on the prediction. In addition, the
parameter setting may also become complex, requiring further parameter tuning and /
or optimization methods. The selection of this model is proposed when the attributes are
fixed and does not change along the data. It is important to note that as it is possible to
derive decision tables from decision trees, the above mentioned drawbacks also impact
decision tables, which are the main building blocks of DMN models. Furthermore it
is also important to note, that decision tables are usually used when modeling simple
logic, with a low number of variables. In case of modeling a complex problem with a
variety of input parameters, decision tables would come short in both performance and
explainability.

Boosted Tree Method. In the ML model the term Boosting refers to the method of
combining multiple so called weak learner algorithms (in most cases tree based methods)
to produce a single strong learner. Boosting iteratively adjusts the weights of the different
weak learners in the model to better fit the provided training data. Gradient Boosting is
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a more advanced method, which instead of modifying the predictor weights, it tries to
generate a new predictor based on the errors the previous predictor made. XGBoost is
based on the idea of gradient boosting with enhanced performance, speed and scalability.
Generally Boosting methods provide an easy to read model thus tracking back the
predictions is easy. It is an efficient and resilient method, which handles overfitting well.
However model convergence becomes harder if outliers are present in the training data.
Also the algorithm is difficult to scale.

4.1.4 Interpretation
The Toolchain saves all trained models in a dedicated folder to avoid unnecessary re-
training, furthermore it also writes the results from the model evaluation part into a text
file in a tabular format. An overview of the output files of the program can be seen in
Fig. 4.2. The operation and output of the Toolchain is detailed in the following chapter
through a case study.

Figure 4.2: Screenshot of outputs of the Toolchain in the docker container.
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CHAPTER 5
Evaluation

A JAVA application is used to generate the dataset using the imported DMN model by
querying it with unique input variable configurations. The target is to predict the response
variable named Prämie by using the proposed Toolchain with the help of the explanatory
variables included in the car insurance dataset. The dataset consists of six explanatory
variables (three logical and three numerical), and one response variable with a total of 12
000 observations. Later a larger dataset consisting of 12 000 000 observations was also
generated and the results from that dataset will also be presented. As the DMN model,
which was used to generate the dataset is currently deployed and used in production, due
to confidentiality reasons, the applied variable names are anonymized. The investigation
covers the comparative analysis of common regression models and the latest ensemble
methods, such as XGBoost [Chen and Guestrin]. For fitting the ML models, the standard
80/20 train-test split is used with a fixed seed to ensure reproducibility, and the same
split is used to train all the models.

In order to fit linear regression models, the data must show the following characteristics:

• The residuals follow a normal distribution with expected value 0.

• The independent variables are not strongly collinear (not correlated with each
other).

• The model should have linear parameters. (Fulfilled)

• The data should be a random sample from the population. (Fulfilled)

In the next subsection I will analyze the data and see whether the first two points of the
above list holds.
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5.1 Case Study Setup Description
Fist of all, let’s take a look at the structure of the original DMN model, which is the
starting point of this thesis’ work. The DMN model that serves as the Ground Truth
for this case study is a model from a car insurance company. This model is used for
calculating the premium one must pay for car insurance. Due to privacy restrictions the
model and the data itself needed to be anonymized.

The original model is depicted in Fig. 5.1, as it is visible from the diagram, the model
itself is rather simple, Decision1_1 - Decision1_3 hold simple logic behind calculating
factors, that are then used in Decision1 in the context of a simple linear model. The
original DMN model produces the final decision using three sub-decisions (1_1, 1_2, 1_3).
All the sub-decisions have the same two inputs. The sub-decisions determine the weights
an/or scores that play a key role in the linear model used for the final decision Decision1.

Figure 5.1: Decision Diagram of the Ground Truth model. Input variables and decision
logic are anonymized.
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5.2 Pre-analysis

In this section I investigate the results of the Statistical Analysis stage from the Toolchain.
With the help of the Toolchain some characteristics of the data is uncovered in this
subsection. First, I examine the distribution of the variables. The distribution of the
response variable is depicted in Fig. 5.2.

Figure 5.2: The distribution and the boxplot of the response variable Prämie. The range
of the variable is 900 - 49000

As the variable is uncovered with the help of Shapiro-Wilk test, i.e. its distribution follows
the Gaussian distribution with a P-value of 0.21. Thus, we cannot reject the hypothesis
H0 which states that the variable follows a Gaussian distribution given α = 0.05. Figure
5.2 shows the density range and distribution of the response variable Prämie. Thus, the
first requirement of fitting linear model is fulfilled.

41



5. Evaluation

Figure 5.3: Relationships between all pairs of variables

It is also important to check whether functional relationships between the variables
can be found or not. Automation of the identification of such information is very hard
without the knowledge of the function that one would want to look for, thus based on
manual assessment of the pairplots in Fig. 5.3 we can conclude, that there is a linear
relationship between all input variables (Input 4-6) and the response variable pairwise,
and there is no visible functional relationship between any two explanatory variables.

Next, the investigation of the correlation between the explanatory variables are carried out.
Here, the Pearson correlation coefficient is used, which measures the linear association
between two quantities. It is a common misconception that zero correlation does not
mean association. We clarify that correlation strictly measures the linear relationship
between two variables. The correlation coefficient of nonlinear associations can be zero
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or close to zero, which means that the value of the Pearson correlation coefficient of
variables with high associations is not necessarily high. Let be two probability variables
X and Y. Mathematically, if cov(XY) is the covariance between X and Y and σX is
the standard deviation of X and σY is the standard deviation of Y, then the Pearson
correlation coefficient p can be written as follows:

p(X, Y ) = cov(X, Y )
σXσY

(5.1)

For providing better understanding of the results, it is visualized in a correlation plot,
where the colour gradient changes based on the value of the correlation in the correlation
matrix.

Figure 5.4: Visualization of the correlation matrix

In the correlation analysis (see, Fig. 5.4) only the numeric variables are present. It is
clearly visible from the correlation matrix, that there is no linear correlation between the
explanatory variables, only between the response and each numeric explanatory feature.
Thus, the second requirement of fitting linear regression models is also fulfilled. The third
requirement is fulfilled, since linear models are fitted. The fourth requirement can be
considered fulfilled, since it is assumed that the original field data is randomly sampled.

5.3 Interpretation of results in the frame of the Research
Questions

This section presents the evaluation of results for the research questions of this thesis,
as follows. First, the Thesis seeks whether the Toolchain is able to provide meaningful
decision boundaries, i.e. automating the generation of a model, which is suitable to be used
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in a DMN environment (RQ1). Second, the statistical validity is also crucial, therefore
the second research questions aims to reveal the key variables(RQ2). This research
may be further decomposed into sub-questions, such as is; Is there correlation between
variables during the pre-analysis of the field data (RQ2.1); What is the explaining power
and relevance in the models (RQ2.2)? The third research question seeks the best fitting
model and also raises the issue of substitutability of ML-based models for the traditional
decision table in a DMN decision process (RQ3). Finally, the last research question
(RQ4) is in connection with the performance analysis, i.e. how does the running time of
the Toolchain scale with the data?

Based on the above research questions, I make an attempt to justify the use of the
proposed Toolchain (Fig. 4.1), compare the performance of various ML algorithms and
also validate the correctness of the method and its usability for business stakeholders in
a real-world setting. In order to answer these research questions the results of the case
study are discussed here.

Answers to RQ1
Figures 5.5-5.6 display the obtained tree structures, i.e. the decision boundaries for both
the CART tree and one of the XGBoost trees. The XGBoost tree shown in the Fig. 5.5
is the tree, which holds the highest explaining power in the XGBoost model. It can be
concluded, that the standard Decision Tree is far simpler, which explains the significant
difference between their performance. All the preseneted results are generated automated
by the Toolchain. It can be concluded the the automated model generation approach is
able to find the appropriate and suitable model in a DMN environment.
It is also worth noting that the depth of the decision tree is comparable to the original
DMN model shown in Fig. 5.1. It can be argued that standard regression models
performed better than decision and regression trees thanks to the linear nature of the
original model.

Answers to RQ2.1-2.2.
As it can be seen from the correlation matrix Fig.5.4, there is no correlation between
explanatory variables, however strong positive correlation can be found between the
response and each explanatory variables. This means that there seems to be no relationship
between the explanatory variables, and all explanatory variables influence the response
variable. The convergence properties should be analyzed, which is dependent on the data.
In the presented case study, the explaining power and relevance is confirmed according
to the following results. Figure 5.7 shows the error with respect to the tree size. The
exponential decrease indicates that the growing tree results in performance improvement
until a certain limit, at which we can stop the growing process. The process does not
show any fluctuations, thus it confirms that the algorithm converges well.
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Figure 5.5: Obtained Decision Tree structure.
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Figure 5.6: Obtained XGBoost Tree structure.
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Figure 5.7: Error with respect to the size of trees. [Kluza et al.]

Answers to RQ3
In the above presented case study, without domain knowledge, the appropriate model is
selected by comparing all the performances from Table 5.1. According to the study, the
lowest RMSE, MAE and MAPE metrics are achieved by using an XGBoost model on
all six input variables (see, Table 5.1). The functional relationship is found to be linear
between the explanatory and response variables in our test data, which coincides with
the structure of the original DMN model, and the distribution of the response variable is
Gaussian. Between the explanatory variables no functional relationship is found in Fig.
5.2.
The results indicate the possible substitutability of decision tables in the DMN process
with ML models, since the appropriate model is found. However, at the current readiness
level of the proposed solution Toolchain, the users’ itervention in model selection based
on the statistical results is advised.
The output file of the Toolchain contains the necessary metrics. In the presented case
study the best model is resulted in RMSE=4.3 MAE 3.3 MAPE=0.0003. The builtin
visualizations and the clearly defined metrics may support most of the domain experts.
In case of special needs, new metrics and visualizations could be easily integrated into
the Toolchain, for the convenience of the user.

5.4 Experimental results
In this Section I present the experimental performance results of the Machine Learning
models employed in the Toolchain. Furthermore, the runtime analysis on the Toolchain is
performed. This section details also the answer to RQ4, that is experimentally validated,
that the runtime of the Toolchain scales linearly with the length of the data, as follows.
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Table 5.1 collects the performance results. It is observable, that RMSE is highest in case
of Regression tree method, and also the other two metrics are one order of magnitude
larger than the others. Regarding the results of the regression models, we can see that the
regularized regression methods performed similarly and consistently worse, than classical
linear regression among all metrics. It can be concluded, that all present variables
are important to explain the response variable. Furthermore, the possible overfit of
the classical regression model is negligible. In addition, it is clear that the XGBoost
outperforms all the other models by multiple orders of magnitude across all analyzed
metrics.

Performance Results
ML Algorithm RMSE MAE MAPE
Linear Regression 1129.016 780.5236 0.067
Ridge Regression 1471.782 1122.426 0.078
Lasso Regression 1413.217 1083.574 0.077
Regression Tree 4400.957 3567.689 0.25
XGBoost 4.299 3.261 0.0003

Table 5.1: Table of performance metrics of the models evaluated on the 20% unseen data

Furthermore the same modeling experiment is ran on the Min-Max scaled version of the
dataset, the results are visible in Table 5.2. Scaling the data into the range between 0
and 1 yields the scale variant performance metrics to be also in the same range, this
helps the intuitive understanding of the performance results. Moreover it is beneficial
especially in the case of regression models to bring the input variables in the same range,
as otherwise columns with larger values will influence the prediction results more than
inputs with lower values.

Performance Results
ML Algorithm RMSE MAE MAPE
Linear Regression 0.029294 0.022389 7.997728
Ridge Regression 0.163039 0.132072 56.998929
Lasso Regression 0.029306 0.022395 7.998303
Regression Tree 0.074205 0.059407 19.468455
XGBoost 0.001060 0.000834 0.274443

Table 5.2: Table of performance metrics of the models evaluated on the 20% unseen
normalized data

From table 5.2 we can clearly see that Regression Models benefited from normalization
and with the exception of Ridge Regression, also performed better than the Regression
Tree method. XGB continues to significantly outperform all other models across all
performance metrics.

Answers to RQ4
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As the proposed Toolchain is a data driven solution, it is always best practice to identify
how the software scales with the data both horizontally and vertically. The selected data
for the running time analysis is a publicly available dataset from Kaggle, with 22 columns
and 44000 rows [Rajarshi].

This data is split into smaller sets with varying number of columns and rows, and the
Toolchain is used on all the produced subsets of the original data. It is important to
note, that in this analysis I am only interested in the execution and modeling times of
the designed software, and not the actual model performance metrics. The running times
that are of interest are the time it takes to build the models and the full running time
of the program. The graphs displayed in Figs. 5.8-5.9 visually represent the identified
processing times with respect to the horizontal and vertical sizes of the data. Figure 5.8
shows the model building time (upper chart) and Toolchain running times with respect
to the number of columns by executing on dataset of 2980 rows (blue line) and 44000
rows (red line). While, Fig. 5.9 displays the time for model building (upper chart) and
the Toolchain running time (lower chart) with respect to the number of rows with fixed
number of columns of 22.

Even though only a few number of tests were conducted a general conclusion of the
scalability can be drawn, namely the modeling part of the Toolchain seems to scale
logarithmically with the number of rows of the dataset, while the Toolchain itself is
linearly scaling. When it comes to identifying a relationship between the running times
and the number of columns present in the dataset, the Toolchain seems to have a linear
relationship, while the modeling part did not give a reasonable response. Interestingly
the running time of the model building part of the program seemed to decrease with the
number of columns present in the data, which may allow to suppose that richer data may
speed up the convergence. However, this point may need further investigations.

For the sake of comparison, I have tested the performance on a big data set of 7 Columns
and 12 000 000 rows. The big data set is the original full data set of the case study with
the same variables as described in the case study. The results can bee seen in Table 5.3.

Performance Results on Big Data
ML Algorithm RMSE MAE MAPE
Lasso Regression 1484.712 1148.35 6.682
Ridge Regression 1484.712 1148.54 6.687
Regression Tree 3647.138 2918.33 15.99
XGBoost 110.842 88.113 0.496

Table 5.3: Table of performance metrics of the models evaluated on the big data

The total execution time resulted in 15032.0s ˜ 4.17h for the set. The performance
results indicate that the Regression and CART models perform similarly compared to the
previous results obtained on the smaller subset. Comparing the RMSE obtained of the
XGBoost model of 4.3 in case of the small set and the RMSE value of 110.0 obtained at
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Figure 5.8: Running times of both model building and Toolchain with respect to
different number of columns in the dataset

the big data suggests, that the XGBoost model clearly suffers from overfitting, however
it still outperforms all other models across all metrics.
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Figure 5.9: Running times of both model building and Toolchain with respect to
different number of rows in the dataset
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CHAPTER 6
Discussion

Practical solutions of decision modeling issues may involve model-based techniques, which
offer a very challenging way to integrate the a priori knowledge into the procedure.
According to the state-of-the art, the Decision Model Notation approach, inspite of its
popularity and advantages, there is still room for improvement. For instance, it has been
proven in the literature that DMN is not efficient in case of non-deterministic processes
(e.g., in case of medical treatment decision processes) and provides low performance in
case of unseen or unfamiliar data. The state-of-the art clearly shows, that the method
needs improvement in order to enhance its robustness and flexibility, which inspired
my investigations. Due to the rapid development of Machine Learning and Big Data
technologies, it has become obvious to choose methods from these fields to improve the
DMN method. On the other hand, based on some research findings, the question also
arises whether the DMN methodology could be replaceable with ensemble ML techniques,
which could provide the same high performance.
DMN’s key advantage is that it can be easily integrated in most of the business processes.
Despite, the application of ML tools in business process is not straightforward, since
there is no framework for this purpose. In addition, building such a model requires
experienced users and needs to be fitted to each specific application example. Therefore,
there is a real need to design software tools that compensate for these shortcomings, such
as the proposed Toolchain, which may help users to integrate ML in a DMN context,
complement the abilities and also compensate the deficiencies of DMN. The proposed
application areas for DMN combined with ML tools could be especially beneficial for areas
with high uncertainty, such as medical decision processes - in harmony with literature.
However, in case of car insurance sector the categorization based on probability (user
group similarity) may include uncertainty where the inclusion of ML techniques would
also be beneficial.
Results of the investigations support, that the proposed method has fulfilled the set goal
of this thesis and provides sufficient performance. As it was mentioned above the result
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is highly dependent of the available data. The investigations underline that linear models
can be valuable baselines. In addition, XGBoost outperformed the expectations and it
is clear that XGBoost is a candidate for further investigations.

Overfitting is usually undesirable in most ML applications and various methods are
proposed for avoiding it. In this study the range of the variables are given. This indicates
that overfitting may improve the performance. Therefore, in this investigation I did not
make significant efforts to overcome overfitting by exploring the learning evolution, the
only regularization for model parameters came from the implementation of the algorithms.
It is plausible that some limitations could have influenced the results obtained. First, the
appropriate hardware is required to obtain the desired speed and performance. Another
source of error could be the bad quality raw input data. A major source of unreliability
may emerge from the different and incompatible Python package versions that are used
by the Toolchain. The requirements.txt file attached to the Thesis, it lists the used
packages and their versions to overcome the previously mentioned issue. In addition,
since Python is an interpreted language, the execution time becomes slower than in the
case of compiled languages. It is worth to consider translating the program to, for e.g.
C++, or alternatively to use Cython.

Possible threats to validity need to be mentioned and discussed. According to [Wohlin
et al., Fleck et al.] four essential types of threats may affect the validity of the conducted
study. Conclusion validity covers the relationship between the treatment and the outcome.
The results of the modeling are valid, due to their reproducibility. In case of a linear
model the same input results in the same outcome due to a simple matrix multiplication
operation, which is the source of the model. However, some parts of the models are
deterministic in nature, but some sampling or splitting operations are stochastic ( for
e.g., train and test set splitting operations). Therefore the reproducibility can be ensured
by fixing the seed state for initializing the random generator object, see Appendix A.
Since the problem formulation presented in this thesis does not include any higher-order
theoretical concepts, the threats to Construct validity is not applicable here. Threats
of External Validity may affect the presented results. As it can be seen from results of
investigation on big data 5.3 and subset of our data collected in Table 5.1 the performance
of XGBoost degraded on big data. The causal relationship observed and proved in this
thesis needs further investigation in order to be transferable to a larger sample or
population. Internal validity is concerned with the causal effects between the independent
and dependent variables. The proposed Toolchain includes exhausting statistical analysis,
e.g. the correlation matrix can reveal the necessary information to provide the internal
validity.
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CHAPTER 7
Conclusions and Future Work

In this thesis efforts were made to design a Toolchain for enhancing the performance
of DMN-based solutions. Furthermore, the aim is to bridge the gap between business
stakeholders and data scientists.

Based on an exhaustive literature review, the method proposed in the Thesis has been
placed among the development directions of the field. According to the results of
critical analysis of DMN methodology, the main design aspects of the Toolchain are
defined. Built upon a briefly summarized foundations and recent advances of Machine
Learning techniques, three modeling approaches are built in the Toolchain, covering linear
models, CART models and the ensemble-type XGBoost technique. The performance
of the Toolchain is investigated through a case study based on insurance data set. The
investigations cover performance analysis on a smaller set and on big data. The results
confirm, that in both cases the proposed method ensures high performance. The proposed
Toolchain application supports also the comparative analyses of the performance of the
ML models integrated in a business process. This may compensate for the deficiencies of
the DMN standard, since it is rather intuitive and may contain several overlapping or
inefficient decision rules due to the manual creation of decision boundaries. In contrast to
that, the CART model is able to find the optimal structure, thus may also help further
enhance a DMN methodology. So the user can get a relatively fast feedback on the data,
i.e. the key-variables, response variables, etc. In addition the user can quickly produce
ML models and gain information about their performances with the ability to import the
created models into a DMN context with the help of sklearn2pmml Python package.
Furthermore, the application enables the user to manually compare the decision rules
obtained by the ML model and the DMN model’s decision rules with the purpose of
further improvement or possible extensions of the DMN model.

The obtained XGBoost model due to its outstanding performance may be applied in
a DMN standard instead of, e.g. a decision table. The automated generation of such
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methods (e.g., when data source is updated) may contribute the automation of the whole
decision-making with DMN.

This thesis is the first step towards enhancing our understanding of the possible com-
bination of DMN standard and Machine Learning. This work has revealed, that ML
models are suitable for integrating in business processes and these early results may
contribute to tackle some deficiencies of the DMN methodology. However, the results
and investigations revealed some issues in need for further research. It is recommended
to undertake further examinations in the following areas.

The empirical/experiment-based models in DMN-based decision process do not include
any optimizations or tuning, but instead might contain great redundancies. It can be
suggested to carry out exhaustive investigation on the applicable optimization methods
and parameter tuning of the models. Furthermore, future work should concentrate on
the performance evaluation in case of datasets with various size or characteristics.

Human reasoning or decisions rules may include fuzzy components and results are not
obtained on a wide operation range (test set). Future work may include also the analysis
of further applicable models, for e.g., models from the field of computational intelligence,
fuzzy approaches.

The results presented in this study indicate, that the XGBoost ensemble technique
is highly suitable for approximating the human-constructed decisions. However, the
human decision structure is far simpler than the XGBoost’s set of multiple trees. The
exploration of the effects of the added complexity coming from the models built by ML
on the performance could also be the scope of the future research.
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APPENDIX A
Source Code of the Proposed

Toolchain
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In [ ]: import pandas as pd
import numpy as np
import math
import seaborn as sn
import xgboost as xgb
import graphviz
import os
import pickle

from scipy.stats import shapiro
from sklearn import preprocessing
from matplotlib import pyplot
from statsmodels.graphics.gofplots import qqplot
from statistics import mean

from sklearn.model_selection import train_test_split
from sklearn.linear_model import LinearRegression, Lasso, Ridge
from sklearn.metrics import mean_squared_error, mean_absolute_error
from sklearn.tree import DecisionTreeRegressor
from sklearn import tree
from sklearn.model_selection import cross_val_score

# helpder functions:
SEED = 123
XGB_EPOCH_NR = 2500
np.random.seed(SEED)

def doNormalityTest(data):
    # lets use shapiro test wehther the output var is normally distributed

    stat, p = shapiro(data[OUTPUT_VAR_NAME])
    print('Statistics=%.3f, p=%.3f' % (stat, p))

    alpha = 0.05
    if p > alpha:
        nomarlity_test_result = "Sample looks Gaussian (fail to reject H0)"
        print('Sample looks Gaussian (fail to reject H0)')
    else:
        nomarlity_test_result = "Sample does not look Gaussian (reject H0)"
        print('Sample does not look Gaussian (reject H0)')

    return nomarlity_test_result

def createPlotsOfResponsevar(data):
    # create Q Q plot for vusal normaility check
    qqplot(data[OUTPUT_VAR_NAME], line='s')
    pyplot.title(
        "Q-Q Plot of the response Variable for Visual  Normality check")
    pyplot.savefig("figures/qqplot_of_output_var.png", bbox_inches='tight')
    # pyplot.show()
    pyplot.clf()

    # Create density and Box plots:
    data[OUTPUT_VAR_NAME].plot.density()
    pyplot.title("Density Plot of Resposne Variable")
    pyplot.savefig("figures/density_plot_of_output_var.png",
                   bbox_inches='tight')
    # pyplot.show()
    pyplot.clf()

    data.boxplot(column=OUTPUT_VAR_NAME)
    pyplot.title("BoxPlot of Resposne Variable")
    pyplot.savefig("figures/boxplot_of_output_var.png", bbox_inches='tight')
    # pyplot.show()
    pyplot.clf()

    numerics = ['int16', 'int32', 'int64', 'float16', 'float32', 'float64']
    pd.plotting.scatter_matrix(data.select_dtypes(include=numerics), figsize=(10, 10), marker='.', hist_kwds={
                               'bins': 10}, s=60, alpha=0.8)
    pyplot.savefig("figures/pairplot.png")



In [ ]: def createCorrMatrix(data):
    corrMatrix = data.corr()
    sn.heatmap(corrMatrix, annot=True)
    pyplot.savefig("figures/corelation_matrix.png", bbox_inches=None)
    # pyplot.show()
    pyplot.clf()

def prePorcessData(data):
    le = preprocessing.LabelEncoder()
    columns_to_replace = data.select_dtypes(
        include=["bool", "object"]).columns.tolist()
    for column in columns_to_replace:
        data[column] = le.fit_transform(data[column].values)

    return data.dropna()

def fitModels(X_train, y_train):

    modelList = []
    modelnameList = []

    model = Lasso()
    model.fit(X_train, y_train)
    modelList.append(model)
    modelnameList.append("Lasso")
    pickle.dump(model, open("models/lasso.sav", 'wb'))

    model = Ridge()
    model.fit(X_train, y_train)
    modelList.append(model)
    modelnameList.append("Ridge")
    pickle.dump(model, open("models/ridge.sav", 'wb'))

    model = DecisionTreeRegressor(max_depth=5)
    model.fit(X_train, y_train)
    modelList.append(model)
    modelnameList.append("Regression tree")
    pickle.dump(model, open("models/decisionTree.sav", 'wb'))

    tree.export_graphviz(model, out_file="figures/treeDotfile.dot",
                         feature_names=X_train.columns,
                         filled=True)

    fig = pyplot.figure(figsize=(30, 30))
    _ = tree.plot_tree(model, feature_names=X_train.columns, filled=True)
    pyplot.savefig("figures/decisionTree.png")
    pyplot.clf()
    # fitting the cgboost model requires a slightly different dataformat:
    dtrain = xgb.DMatrix(X_train, label=y_train)
    dtest = xgb.DMatrix(X_test, label=y_test)
    # define model hyperparamters
    param = {'max_depth': 15, 'eta': 0.1, 'objective': 'reg:squarederror'}
    param['nthread'] = 16
    param["subsample"] = 0.5
    param["colsample_bytree"] = 0.5
    param['eval_metric'] = 'rmse'
    num_round = XGB_EPOCH_NR
    evallist = [(dtest, 'eval'), (dtrain, 'train')]
    # fitting the model

    bst = xgb.train(param, dtrain, num_round, evallist)

    bst.save_model('models/xgb.model')

    modelList.append(bst)
    modelnameList.append("xgb")
    xgb.plot_importance(bst)
    pyplot.title("Importance from XGB model")
    pyplot.savefig("figures/importanceplot_xgb.png")
    pyplot.clf()

    xgb.plot_tree(bst, num_trees=0)
    fig = pyplot.gcf()
    fig.set_size_inches(150, 100)
    fig.savefig('figures/tree_xgb.png')
    pyplot.clf()
    return modelList, modelnameList

def MAPE(y_test, y_pred):
    mape = np.mean(np.abs((y_test - y_pred) / y_test)) * 100
    return mape

def evalModels(X_test, y_test, modelList, modelnameList):

    results_dict = {}

    for model, modelName in zip(modelList, modelnameList):
        if modelName == "xgb":
            print(model)
            dtest = xgb.DMatrix(X_test)
            y_pred = model.predict(dtest)
            rmse = math.sqrt(mean_squared_error(y_test, y_pred))
            mae = mean_absolute_error(y_test, y_pred)
            mape = MAPE(y_test, y_pred)
            results_dict[modelName] = {"rmse": rmse, "mae": mae, "mape": mape}
        else:
            y_pred = model.predict(X_test)
            rmse = math.sqrt(mean_squared_error(y_test, y_pred))
            mae = mean_absolute_error(y_test, y_pred)
            mape = MAPE(y_test, y_pred)

            results_dict[modelName] = {"rmse": rmse, "mae": mae, "mape": mape}

    return results_dict



In [ ]: def crossValidation(data):
    """
    This function get the dataframe as input and performs 5 fold crossvalidation on the fitted models
    for the metric RMSE is used
    """
    X, xt, y, yt = train_test_split(data.drop(
        OUTPUT_VAR_NAME, axis=1), data[OUTPUT_VAR_NAME], test_size=0.01, random_state=SEED)

    model = pickle.load(open("models/lasso.sav", 'rb'))
    lassoCV = -mean(cross_val_score(
        model, X, y, cv=5, scoring='neg_root_mean_squared_error'))

    model = pickle.load(open("models/ridge.sav", 'rb'))
    ridgeCV = -mean(cross_val_score(
        model, X, y, cv=5, scoring='neg_root_mean_squared_error'))

    model = pickle.load(open("models/decisionTree.sav", 'rb'))
    decTreeCV = -mean(cross_val_score(
        model, X, y, cv=5, scoring='neg_root_mean_squared_error'))

    param = {'max_depth': 15, 'eta': 0.1, 'objective': 'reg:squarederror'}
    param['nthread'] = 16
    param["subsample"] = 0.5
    param["colsample_bytree"] = 0.5
    param['eval_metric'] = 'rmse'
    num_round = XGB_EPOCH_NR

    dtrain = xgb.DMatrix(X, label=y)
    cv_results = xgb.cv(
        param,
        dtrain,
        num_boost_round=num_round,
        seed=SEED,
        nfold=5,
        metrics={'rmse'}
    )["test-rmse-mean"][-1:]

    return lassoCV, ridgeCV, decTreeCV, cv_results

FILE_NAME = os.getenv("FILE_NAME", "DecisionAnalysisResults-12000-Dinev.csv")
OUTPUT_VAR_NAME = os.getenv("OUTPUT_VAR_NAME", "Praemie")

data = pd.read_csv(FILE_NAME, sep=",")

# here we generate the results of the analysis, modelling and evaluation:

summaryStatistics = data.describe()
print(data.dtypes)
createPlotsOfResponsevar(data)
nomarlity_test_result = doNormalityTest(data)
createCorrMatrix(data)

# data pre processing step, where we clean the data and perform an 80/20 train test split for future use
data = prePorcessData(data)

X_train, X_test, y_train, y_test = train_test_split(
    data.drop(OUTPUT_VAR_NAME, axis=1), data[OUTPUT_VAR_NAME], test_size=0.20, random_state=SEED)

# fitting the models
modList, modNameList = fitModels(X_train, y_train)

# evaluating the models
resultDicts = evalModels(X_test, y_test, modList, modNameList)
print(resultDicts)

# Perfroming cv:
a, b, c, d = crossValidation(data)

print("5 fold mean rmse cv results of lasso ridge dectree xgb:")
print(a)
print(b)
print(c)
print(d)
# stroing the CV results in a dictionary
cvResultsDict = {"Lasso": {"rmse": a}, "Ridge": {"rmse": b},
                 "Regression Tree": {"rmse": c}, "XGBoost": {"rmse": d}}

# Last part of the script
# Writing a brief report on what has been found out about the data itself
# and the performance results of the different models
try:
    os.remove("Report.txt")
except:
    pass

f = open("Report.txt", "a")
f.write("This file hold some aggreagted information about the data and also the results of the different models. \n also take a 
look at the figures folder for visualizations. \n \n \n")
f.write("1. Summary statistics of the data: \n \n")
f.write(summaryStatistics.to_string() + "\n")
f.write("with the Shapiro test it was decided that the " +
        nomarlity_test_result + "\n \n \n")
f.write("2. Model performance results \n \n")
f.write("WE fitted 4 models, namely Lasso and Ridge regression models, Regression tree model and finally XGBoost. \n For the eva
luation of the performances we used RMSE MAE and MAPE scores on 80/20 train test splits, \n and we also performed 5-fold Cross V
alidation for the RMSE metric, the results are below: \n \n")
f.write(pd.DataFrame.from_dict(resultDicts, orient='index').to_string())
f.write("\n The 5-fold cross validation results on RMSE are: \n")
f.write(pd.DataFrame.from_dict(cvResultsDict, orient='index').to_string())

f.close()
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